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Introductions
1. Tom thanked past STAR TAP IAC chair Larry Smarr, and introduced new chair Rick Stevens. Attendees introduced themselves in turn by name and network affiliation.

2. Tom reviewed those networks currently connected to STAR TAP. Announced China, South American and European consortia are expected to connect soon.

3. Tom reviewed advanced STAR TAP engineering services:

a. IPv4 routing/IPv6 routing (6TAP)

b. DiffServ (with DoE EMERGE)

c. Native multicast (SingAREN, TANet2, Japan/APAN, IUCC, NORDUnet, SURFnet, vBNS, Abilene)

d. Globus middleware/Grid Services Package

e. Applications performance metrics for iGrid 2000

f. Measurement: OC3mon, NLANR AMP

g. Web caches

h. International transit Network test for iGrid2000

i. Distributed STAR TAP with Teleglobe and C&W

j. Offsite “co-lo” space at UIC, NU and dark fiber

k. DWDM (future optical switching with CA*net)

4. Maxine reviewed iGrid 2000 applications

STAR TAP International Transit Network (ITN)
1. Internet2’s Heather Boyles reviewed the background of ITN ( to extend geographical boundaries of STAR TAP by having CA*net3 and Abilene provide transit for peer networks.

2. Implementation planning to be done by Linda Winkler and Bill St. Arnaud.

3. Bill St. Arnaud ( want sustainable, permanent solution for enabling applications, such as those in iGrid. STAR TAP, Internet2 and CANARIE in partnership ( a mutual process for enabling transit and collaboration among R&E networks. Still need to deal with how we advertise routes; need a policy to limit loads on the NOCs. Our preference is to advertise all routes to all peers, but tag them appropriately so end users can filter. Today, we want to start a dialog on how we advertise routes to our partners. We want to decide on a point in time when we implement it in CA*net3 and Abilene. We don’t want to impose a network topology ( want to optimize routes for people.

4. Bill has a DRAFT STAR TAP implementation document. It is important to work as a partnership with Asian and European R&E networks to make it sustainable.

5. Transit versus peering networks. Abilene has peering networks; SURFnet peers with Abilene and gets access to their sites. SURFnet could transit Abilene to talk to Asian sites.

6.  Linda Winkler addressed routing problems. Wants feedback on the types of connectivity that will enhance the R&E network community. 

7. Linda reviewed the problems encountered in temporarily connecting DANTE/DFN, Spain and JANET/UK to Asia for iGrid demonstrations. Current, temporary transit was enabled by Abilene. Abilene would like to tag routes based on region. Could also filter routes based on AS paths, or could tag countries. Contact Bill St. Arnaud or Linda Winkler with suggestions for defining an ITN policy. Persistence is our goal.
8. Latency issues. Guy Almes points out that good routing will ensure low latency. Steve Wallace points out that Abilene could engineer an ITN, or Abilene could give everyone participating in the ITN service all routes, with enough information to filter their own routes. 

Discussion

1. The regional solution depends on the carrier. It is difficult to build regional networks; for Chile, it is cheaper to go to the US than to Argentina. To be “close” doesn’t necessarily mean geographically close; it may mean economically close.

2. APAN would prefer to connect to California. Enjoy joint research opportunities at STAR TAP, but also prefer to connect to California. Would also like to connect to Hawaii.

3. For SingAREN, no routing policy is the best policy. Wants maximum flexibility rather than depending on others’ policies.

4. TANet2: how far will STAR TAP extend? STAR TAP could be international in scope. [Tom explained that STAR TAP does not fund links; HPIIS does, but will end in 2003. NSF is prohibited by US law to carry transit traffic. This won’t change. The Ameritech NAP is not going away, independent of what happens to STAR TAP. STAR TAP is in the business of providing new engineering services. We encourage people who do have links to share ( CANARIE, Abilene, Qwest, Teleglobe, C&W ( to provide no-cost transit service. This may change too, in the future, at some cost for better service. This community has to build the links.]

5. The idea of regional aggregation is reasonable; however, in Asia, we have APAN, GEMnet, SINET, etc. We cannot force them to unify or share; it will take time. It is far better to have a direct link within our region, but this will take time, since each network was formed with a different mission. [Tom noted that we have the same situation between ESnet and vBNS/Abilene, or different networks in Chile, or CERN/Switzerland networks. What we have learned about STAR TAP is that there are no preexisting models to follow.]

6. Tom explained the relationship between STAR TAP and AMpath.

7. Jim Williams, representing the Abilene NOC, STAR TAP NOC, TransPAC, etc., agreed with Steve Wallace that the simplest policies are the best. Distribute the decision-making to the “border networks” as best as possible. CANARIE concurs; networks in the middle should be imposing as little policy as possible. CANARIE would prefer to pass all routes with tag information and let the networks on the edge make decisions. We also can honor “negative” tags ( to not pass traffic (if a network is worried about being flooded). Steve Wallace points out that networks have control over whether or not they wish transit.

8. JJ points out that the STAR TAP AS, CANARIE and Abilene are capable of passing transit, and asked if there were other networks that do that. Steve Wallace thinks DANTE does that (for networks like DFN, which is a customer. Karl pointed out that there is no DANTE network; DANTE is an agency that runs TEN-155. TEN-155 does not pass transit. The only network represented at the meeting today is NORDUnet.). TANet2 can do that; TANet2 has been talking with Hong Kong.

9. ITN needs customers who want to use it. There are issues that Linda raised that we need to engineer around.

Respond to itn@startap.net ( discussion group.

STAR TAP Optical BGP Presentation ( Bill St. Arnaud

“The Customer Empowered Networking Revolution”

1. The ITN is the first step in a long-term plan on where global networking is headed.

2. Opportunities exist to acquire WDM wavelengths in support of our activities in the next year. We can work together to approach carriers. Bandwidth is no longer a constraint; applications aren’t limited.

3. DWDM does more than increase capacity; customers now have new ways of doing networking. Customers own a wavelength. Working with MREN (Joe Mambretti) and STAR TAP (Tom DeFanti), CANARIE is architecting a DWDM testbed. Argonne (Charlie Catlett) and Indiana (Michael McRobbie) are also developing testbeds.

4. CA*net3 expires in 2002. CA*net4 is being designed. 

5. Wants to extend networks across the ocean. CANARIE developing a protocol called “Optical Border Gateway Protocol (O-BGP)” to control wavelengths. Rather than having a managed service from a carrier, one’s BGP session controls the wavelength. CANARIE has 13 GigaPoPs; will offer each their own wavelength and use BPG to manage the routing information. Bill St. Arnaud believes the international R&E community would be interested in using it. Carriers only need to provide dark fiber and dumb switches; intelligence goes to the wavelength. A wavelength is a simple QoS path from end to end. St. Arnaud would like to trade wavelengths with other R&E networks for transit; it also encourages massive peering. CA*net4 will be a Distributed OIX. Hasn’t taken this to the IETF yet; still planning.

6. One of the big challenges of networks is scalability. One approach is to use MPLS and traffic engineering to balance networks. Another approach is to give control of the network to the users. This O-BGP may only work for the R&E community, although St. Arnaud thinks that large global companies would be interested in it as well.

7. ITN is the first step to a global matrix of OBGP wavelengths. Eventually layer 3 transit will be replaced by wavelength transit.

Bill has a discussion group; participants can help architect the solution, or just monitor the discussion. Contact him to be added to the list.

STAR TAP Optical BGP Discussion

1. US groups working on project: STAR TAP (Tom); STAR LIGHT (Joe Mambretti); IWIRE (Charlie Catlett); Indiana; Atlanta; NTON (has SONET/ATM over fiber, which is a more traditional approach).

2. STAR TAP will work with others in this area; we have funding for the next 3 years for equipment and engineering services to put in this area, as appropriate.

3. Internet2 is exploring a next-generation backbone based on wavelengths.

4. Aoyama/JGN: In Japan, NTT and KDD have already developed optical network testbeds. MPT funded a committee to develop research “targets;” three targets emerged: (a) 3000 wavelength optical link, (b) optical router, (c) WDM optical network system. Passive Optical Network (PON). Japan may need more channels for more access networks; develop a several multi-wavelength optical network. Other networks, such as SINET or IMnet, may be pursuing optical networking. JGN wants to include WDM capability; however, JGN is a domestic network testbed, so they have no link to foreign countries. Aoyama is asking MPT for funding to connect to foreign testbeds, and he would gladly partner with others for sharing wavelengths.

5. Chile also has an interesting WDM project. 

New Business

1. iGrid 2000

International Advisory Committee Luncheon Meeting

Attendees
Rick Stevens (STAR TAP IAC chair)

Ngoh Lek Hang (SingAREN)

Peter Villemoes (NORDUnet)

Akihiro Tsutsui (NTT and UIC/STAR TAP)

Tomonori Aoyama (University of Tokyo and JGN)

Michael McRobbie (Indiana University and TransPAC)

Jim Williams (Indiana University and TransPAC)

Linda Winkler (Argonne and STAR TAP)

John Jamison (STAR TAP and Juniper Network)

Tom DeFanti (STAR TAP)

Bill St. Arnaud (CANARIE)

Xing Li (China)

Maxine Brown (STAR TAP)

Laura Wolf (STAR TAP)

Olivier Martin (CERN)

Fay Sheu (TANet2)

Laurin Herr (Pacific Interface)

1. This luncheon is an opportunity for the members of the STAR TAP International Advisory Committee (IAC) to get together. 

2. Jim Williams talked about the STAR TAP Weather Map and the need for permission to interrogate routers from NRNs for traffic information. If networks use Abilene to transit, the same procedure would apply but to a different router.

3. Tom DeFanti asked what the NRNs would like to see in the future from NSF.

a. Share R&E network costs (one-to-one) for capacity 

b. Supporting links isn’t interesting; supporting network technology (e.g., WDM) and applications is interesting. “Grids” is important. NSF should support application grids, such as: NEPTUNE (Canada/US optical underseas network), NEON, etc.

c. Wavelengths let you support grids. Grids aren’t separate infrastructures. They capture usage from the IP level to middleware to applications.

4. Peter Villemoes pointed out the mismatch of NSF supporting networks for research schools versus Europeans supporting networks for all schools. DeFanti noted that the US Congress would like secondary schools, colleges and minority institutions connected as well. However, it is unclear how these schools would use an advanced network. Primarily, the majority of universities and colleges want better Internet connectivity, which is a different problem.

5. International grids: Create AUP-free structure internationally from the start. 

New Business

1.  iGrid 2000

