STAR TAP/ HPIIS Team Meeting

Northwestern University

April 6, 1999

Minutes distributed April 12, 1999

This meeting was held in conjunction with the opening of the International Center for Advanced Internet Research (iCAIR) at Northwestern University. The STAR TAP/HPIIS management wishes to express its appreciation to Ameritech and iCAIR for hosting this meeting.
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1. Attendees

Larry Amiot, CIC/MREN

Javad Boroumand, NSF

Maxine Brown, UIC/EuroLink/STAR TAP

Greg Cole, UT/MirNET

Tom DeFanti, UIC/EuroLink/STAR TAP

Bob Fink, DOE ESnet

Joe Gipson, UT/MirNET

Steve Goldstein, NSF

JJ Jamison, MCI vBNS

Joe Mambretti, iCAIR/MREN

Doug Pearson, IU/TransPAC

Andy Schmidt, Ameritech/AADS

Bill St Arnaud, CANARIE

Alan Verlo, UIC/EuroLink/STAR TAP

Linda Winkler, ANL/MREN/TransPAC

HPIIS Updates

There are two parts to NSF International Networking: 

· STAR TAP makes the switch available to countries coming in at their own expense, and as courtesy, pays local port fees

· The HPIIS program helps cover costs of international links.

1.A. TransPAC (Pearson, Winkler)

Bandwidth has been updated to 70 Mb. (Initial perceived bandwidth end-to-end was 700Kb. Packet loss when connected to vBNS at Downers Grove. Indiana University tried to understand the problem and solved it in stages. They worked with the NLANR measurement group to discuss bottlenecks. Most were in the end-system test machines. No final conclusions; not yet approaching 70Mb. FreeBSD didn’t work, which is used in Tokyo. Now get 29Mb in one direction; hasn’t changed drastically since upgrades.) Peering established with vBNS, ESnet, MREN, NISN, and soon Abilene. Talking with CA*net today. 

Because the network is working, TransPAC is now focusing on promoting and facilitating applications. 

To what extent is traffic passed in general between vBNS and ESnet? Does it go smoothly between 2 administrative domains? JJ says no one’s ever complained. Goldstein brought this up to see if there was an analogy between TransPAC and vBNS. Winkler noted that no one has done much cross-domain AS measurements. We want 10s of Mb of throughput for applications. Goldstein would like us to figure out these problems and publish our solutions to justify the importance of, and therefore justify NSF’s funding of, infrastructure.

TransPAC activities: SC’98 iGrid; QBone; I2 digital video network; measurement activities; multicast was working for awhile (BGP); working with Japanese on IPv6; GOIN ’99. (See Appendix A.)
High performance networking is not “plug and play;” it takes some development work. Network has to support bandwidth throughput. User machines need to drive networks at sustained levels.

1.B. MirNET (Cole, Gipson)

<<Router diagram>>

6Mb ATM link to New York. MirNET switch and router not yet installed in St. Petersburg. Passing packets today to Moscow State via vBNS. Waiting for AS number, and then will publicize routes. Will have accessible workstations in Moscow. There are politics between St. Petersburg and Moscow. 

Also helping Moscow connect to other cities in Russia. Widespread interest in utilizing link for existing collaborations. 6Mb link won’t be sufficient. Goldstein would like 34Mb link with financial contributions from other federal agencies. Cole sees promising leads; DOE is currently supporting satellite-based networked research into Russia. JJ says it is okay to publicize temporary AS numbers over vBNS.

MirNET will peer with everyone at STAR TAP. 

1.C. EuroLink (DeFanti)

Note: NSF has not yet made this HPIIS award, but we hope to have something good to announce soon.

STAR TAP connectivity is independent of HPIIS for EuroLink. All charter member networks of EuroLink have to first connect to STAR TAP on their own funds, and will then get money back from HPIIS. Currently SURFnet is hooked up; NORDUnet, RENATER, and Israel are imminent. CERN—Schmidt has POP address; should connect within 2 months. NORDUnet is about 6 weeks away on their own dedicated circuit; maybe this week on a shared circuit. No word from RENATER. Israel is deciding to use a satellite—less expensive than a terrestrial link. Great opportunity to test satellite delays with satellite networking; Goldstein wants to share “lessons learned” with our community. (Israel hired Dave Beering as a consultant.) 

2. HPIIS Team Information Dissemination (Goldstein)

Goldstein believes in team collaboration, or the “spirit of cooperation.” Each HPIIS awardee can really help the others by sharing experiences. Goldstein would like to encourage mail lists. Goldstein gets monthly reports from each of us. (Should we post these reports on a web site? email to each other?) Things to share: UT database that supports their web site; IU has TransPAC experience.

Alan Verlo was asked to set up email alias(es); some suggestions appear below. Alan will contact everyone to find out their preferences.

hpiis

hpiis_noc

hpiis_vtc

hpiis_measurement

hpiis_email archive (Greg Cole volunteered to do.)

The NOC at UT will come up 7/24. IU is the NOC for Abilene, TransPAC, and EuroLink. Ought to explore coordination between UT and IU, such as trouble ticket system. [Note: NLANR NCNE (National Center for Network Engineering, located at PSC) is investigating a shared trouble ticket system.] Need central location on STAR TAP web site with NOC information. DeFanti requested that people send him suggestions for other items to put on the STAR TAP web pages.

If we do layer3 exchange, STAR TAP will need a NOC. Pearson volunteered IU. This is good timing, as DeFanti is beginning to formulate a STAR TAP Renewal proposal. (Bob Fink will coordinate 6TAP work.)

3. Video Teleconferencing (Goldstein, et. al.)

Goldstein would like to try video teleconferencing. A formal system for everyone in the room might be overkill. He just wants to be able to talk with 3-4 key people for short periods during the week. Just wants to set up something and see if it works. Goldstein noted that today’s agenda was full so we wouldn’t be able to discuss this at length, but would it be possible to have a system in the short term? Who volunteers to make it happen?

MCU (Multipoint Conrol Unit) service (used for picture control) is needed for multiple participant VTC systems. UT volunteers to do.

Larry Amiot reviewed CIC video-teleconferencing alternatives (see Appendix B). Amiot suggested two likely candidates: H.323 conferencing and the CERN Video Room Videoconferencing System. Amiot's recommendation is H.323 which is the way the CIC universities are presently headed. There was general agreement on this direction. Need good microphones for audio; Doug Pearson is willing to make references. Pearson also recommends good-quality hand-held zoom cameras.

Mambretti says there is a national digital video effort, and a subgroup on digital video teleconferencing, for an MCU-type backbone for a video conferencing effort among universities. Amiot is involved. Would be nice if this national effort is coordinated with STAR TAP.

St. Arnaud said not to underestimate the difficulty of the process.

Timeframe: Could have point-to-point tomorrow. If we bought VCON
 boards for $700 and installed Penn State software, we could have a videoconference system in weeks. (Note: Amiot is actively pursuing PictureTel and VCON to determine what sort of "deal" they might be willing to offer us on an MCU and on clients). It would be possible to have something running in June. The national video effort referred to above by Mambretti is having an organizing meeting in April; Amiot not yet certain about timeline for progress. Goldstein would prefer commonality if he doesn’t have to wait too long. Amiot will report back to this group after their April meeting to let us know what’s happening.

Copies of the UT “Cookbook” were distributed [http://vide.utk.edu/cookbook.pdf].

Subcommittee: Gipson, Pearson, Amiot. Gipson will get Pat Watson (?) in his group to be coordinator. Goldstein would like a plan and implementation schedule by the second week of May.

4. Measurement and Monitoring Tools (Pearson)

Pearson handed out a list of NOC tools running or in a state of development, as well as a copy of the Abilene Weather Map [http://hydra.uits.iu.edu/~abilene/traffic/abilene.cgi]. See Appendix C.

Pearson wants to build a map similar to what IU is doing for Abilene for STAR TAP. Diagram shows line utilization for a 5-minute snapshot. Would be nice to have on STAR TAP Engineering pages. Would like other countries/consortia to measure their network utilization in similar ways to understand what’s going on.

The CSELT ASpath-tree is a software tool designed to be used by an IPv6 site involved in the experimentation of the BGP4+ protocol inside the 6Bone network. It automatically generates a set of HTML pages providing a

graphical view of the routing paths towards the other 6Bone sites participating to the BGP4+ cloud [http://carmen.cselt.it/ipv6/tools/ASpath-tree/index.html]. CSELT is the Telecom Italia Group Company for research, experimentation and qualification in telecommunications and information technology [http://www.cselt.it].

Have OC-3Mon at STAR TAP to measure TransPAC. May work towards common infrastructure (JJ proposed leveraging STAR TAP routers/switches that are already at the switch). If others come into LS1010, can leverage. 

Need to think of ourselves as a service organization to the people who use us (the scientists doing applications that use our networks). Goldstein wants us to adapt this philosophy.

Subcommittee to discuss measurement monitoring: Pearson, Winkler, St Arnaud, Schmidt, Gipson.

5. Co-location Issues (Jamison)

JJ talked about (1) layer3 service to complement layer2 service at STAR TAP, and (2) in the STAR TAP collaborative spirit, sharing engineering talent and space. Develop tools jointly and make available to everyone. Layer2, can peer bilaterally. Using TransPAC router, do layer3 and use routing registry. Individual networks can peer with single router. (Wouldn’t negate bilateral peerings in place, like CA*net to vBNS, but could be a backup or serve as an easy way to get to other, smaller, networks.) Bob Fink doing similar things with IPv6. If MirNET has equipment they are willing to share at the Ameritech switch, let Jamison and Winkler know and they’ll see how it can be configured with the equipment already there.

6. 6TAP: IPv6 Routing Services at STAR TAP (Fink)

Fink spoke in favor of colocating an ESnet IPv6 router at STAR TAP for purposes of providing IPv6 routing services (code named the 6TAP). This is a joint ESnet and CANARIE project, with additional participation from Qwest (registry), Sun (route servers) and Merit (MRTd for IPv6). The Netherlands folk (SURFnet, AT&T...) are interested in a similar approach in Amsterdam and are collaborating with the 6TAP effort. A 2Mb link may be donated by Global Crossing to provide a native IPv6 link connecting Amsterdam and the 6TAP (to be carried by SURFnet from New York to STAR TAP). The 6TAP Router will be a Cisco 7206 that will feed off the LS1010 that STAR TAP manages, thus sharing the two OC-3 ports into the STAR TAP switch.

As IPv6 is supposed to be transparent to applications as part of its v4 to v6 transition mechanism, there is no such thing as IPv6 applications, just Internet applications running over either v4 or v6. Thus a 6TAP sevice colocated at

STAR TAP is ideal for providing peering among early IPv6 production networks to provide an environment for trying Internet applications/middleware over IPv6.

JJ Jamison commented that he and Linda Winkler had rearranged rackspace at STAR TAP sufficient for the very small (6-inch high) space that the 6TAP router needs to be colocated there, and that the 6TAP should just be considered part of the STAR TAP effort for the purposes of this colocation.

Definitions

For reference, per a question by Boroumand, Bob explained what the 6Bone and 6REN are:

6BONE = the current IPv6 networks around the world today using a special IETF testbed v6 address space (prefix 3FFE/16) allocated to Bob Fink in his role as co-chair of the IETF IPv6 Transition WG. At present there are 350+ sites in 40 countries participating. [http://6bone.net]

6REN = Anyone, whether on 6BONE or using a registry assigned v6 prefix, willing to offer production quality ipv6 services. It is essentially a “brand name” for an ESnet initiative to have people run early IPv6 services. [http://6ren.net]

6TAP = IPv6 routing services at STAR TAP for simplicity of peering service and to learn about interoperability. STAR TAP is ideal as many RENs worldwide run ATM circuits there for IPv4 peering and are willing to use a

small part of their bandwidth to try IPv6. At end of this year , want to run “production” v6 services globally.

7. UT Database (Cole)

Presentation to be posted at [http://www.friends-partners.org/hpiispres/].

Cole gave an overview of the UT database for information management and multi-lingual web site maintenance. Also putting a system in place for authorization, authentication system. 

8. Local Loops into STAR TAP (St. Arnaud)

Schmidt says there are two ways to get a NAP connection: carrier meets in central office (4 weeks); Ameritech extends service to another office/suite (8-10 weeks). SURFnet information was received February 24 and turned on this week. 

CANARIE has had an OC-3 order for a year and a half and finally cancelled it. Bell Canada kept having problems, particularly with American companies. St. Arnaud is now doing a local OC-3 with America’s Bell Canada.

Connecting to STAR TAP looks “chaotic” from the outside. 

Gipson had misconceptions. STAR TAP/Ameritech offering an ATM service; but, it is not an ATM switch. He thought the STAR TAP switch was at Ameritech’s central office, but it is not physically located there.

Schmidt has documentation on Ameritech pages [http://www.aads.net/napPricing.htm]. We need to link to them from STAR TAP. DeFanti will print out hardcopy for Internet2 and INET meetings. Schmidt’s management would also like him to create a form that a customer has to complete in full before a circuit can be ordered, although he’d rather not get this formal.

Different vendors have different expectations. AT&T wants the other carrier to tell them where to place to circuit. Need to educate the IXCs.  

Schmidt suggests we be proactive and have a STAR TAP engineer contact new countries/consortia directly to make sure they understand. They seem to think they get to Ameritech and worry about the details later. In addition to delays in connecting, there are also delays in getting contracts signed. Goldstein asked DeFanti to have a STAR TAP person be proactively help new countries connect.

9. STAR TAP Local Access Charges for OC-3, OC-12 (St. Arnaud)

Under certain circumstances, STAR TAP covers the local-loop costs. If Bell Canada wants to use a shared physical link with CA*net, would fees be greater and would STAR TAP still pay? Schmidt explained that the Ameritech NAP charges are by port size (regardless of commercial or R&E). As for NSF/Goldstein, if traffic is half-and-half, then NSF would pay ~half. If small percentage (~5%) of usage is commercial with traffic going to commercial ISPs, not a problem. 

(Note: STAR TAP funding is available for another year. Local loop funding would again be requested in a renewal. Goal would be to have HPIIS and STAR TAP Renewal dollars end in 2003.)

10. MAE-E “Peermaker” (St. Arnaud)

Current process is for Ameritech to create a full PVC mesh to everyone. Only need to peer. This is layer2. STAR TAP has a responsibility beyond that; needs to provide information. Paul Z had a passworded site and URL. <<Alan Verlo is not aware of this password, but will try to locate and send to HPIIS Team.>>

There’s also a PVC mesh among MREN sites. The Ameritech engineer treating STAR TAP sites like MREN sites.

PVPs upon request. 

“PeerMaker” may be useful for those wanting more PVCs; e.g., end-to-end for HDTV. We’ll wait until Ameritech gets overwhelmed with unusual requests before taking action.

11. Next Meeting

There will be STAR TAP meetings at INET ’99, on June 22. The morning will be the STAR TAP International Advisory Committee meeting; afternoon devoted to technical issues. Open to all STAR TAP members. 

It was suggested that a HPIIS-only meeting be held during Internet2 week in April in Washington DC. However, there are travel conflicts, so uncertain. DeFanti suggested people try to meet informally sometime during that week.

Appendix A: GOIN ’99 “Lessons Learned” Handout




Appendix B: Video Teleconferencing Handout

Video Conferencing Alternatives

By Larry Amiot

Committee on Institutional Cooperation

H.320 Conferencing
· Legacy telecommunication-based (mostly ISDN) systems

· Requires very expensive MCU for multipoint conferencing

· UIUC has state of the art Lucent MCU that features

· Speed matching

· Quad split screens

H.320 Over IP Conferencing

· Radvision proprietary solution to H.320 over the Internet

· Radvision box to interconnect room based systems over the internet

· Zydacron PC board to allow interoperability of PC systems

· Gateway required for interoperation with conventional H.320 systems

H.323 Conferencing
· H.320 type compressed video conferencing over the Internet

· Rapidly growing acceptance

· Typically 128, 384, or 768 Kbps

· Up to 30 fps

· Uses IP transport

· ITU standard

· Zydacron, PictureTel, Vcon, Intel Proshare, White Pines (Cu-SeeMe), and NetMeeting are typical vendors

· All except NetMeeting are PC board based encoding/decoding

· Boards range in price from $600 to $3500 depending on speed, number of monitors supported, etc

· Most support the rich set o collaborative tools characterized by NetMeeting (chat, application sharing, etc)

· Requires MCU for multipoint conferencing- White Pines has a reflector

PictureTel 330 NetConference H.323 MCU

· Version 2.0 just released

· NT- Software only

· 8 seat ($12,995 list) and 24 seat ($23,995 list) versions available

· Multiprocessors requirement for larger configurations

· Web-based Java for management

· 10/100 Ethernet or ATM LANE

· Need separate GateKeeper for addressing

· Unicast in/out

· Future broadcast server

· Allows cascaded MCUs

· Speed matching is a future

· Quad split screens available

· Switch on voice or continuous environments

· Native ATM possible

· Collaborative tools available

Real Time Streaming Video 

· IBM VideoCharger as an example

· NT box with a real time MPEG1 encoder

· Video is encoded, possibly archived, and multicast to the Internet

· High quality video at several Mbps possible

· Windows-based clients with software MPEG1 decoding

· Several second latency a problem

· No fancy conferencing interface available

· No MCU available

Lucent Collaborative Video

· On the way to becoming a product

· Interoperability of hardware and software-based clients

· MJPEG encoder/decoder cards

· H.263 software encoding/decoding

· MJPEG software decoding

· Software based audio server (bridge)

· Full mesh of unicast video streams

· Very high quality MJPEG video possible

· Looking at MPEG1 and MPEG2 support

MBONE Conferencing
· Uses multicast on the MBONE

· VIC, VAT, WB tools

· SDR for obtaining/advertising multicast groups

Virtual Room Videoconferencing System (VRVS)

· Web interface for registration, authorization, scheduling, access to videoconferences, administration, etc

· RTPv2 compliant technology (not H.323 compliant)

· Reflector program which unicasts to session members (e.g. FNAL in our area)

· Videoconferencing applications (LBL and UCL Mbone tools) vic, vat, rat, wb, and wbd.

· See http://vrvs.cern.ch
Other Players

· First Virtual

· Optivision

· VTEL
Appendix C: NOC Tools and Abilene Weather Map Handouts

11.A. NOC Tools

TACACS Access Control to tpr-startap and tps-startap

Varied level of access for NOC, TransPAC engineering and APAN engineers. Logs configuration changes. IU has a production TACACS server operating for Abilene router access.

Automated Differences Report of tpr/s-startap Configurations

Automatically logs into tpr/s-startap, downloads configurations, compares the existing and prior configurations and emails differences. Configurations are archived to a predetermined level.

Animated Network Traffic/Errors Map

Physical/geographical map shows utilization of backbone circuits. Error rates are displayed as logarithmically expanding gray bands. Animated gif movies can be generated to display usage/errors over time. See http://hydra.uits.indiana.edu/~abilene/traffic
Router Query Tool

Web-based interface allows user to enter a router command and select the router that executes the command. The command is limited to 80 characters in length and only one command per router every five seconds is allowed to prevent overflow attacks. The mechanism would login to the target router using a non-enabled username/password, set the terminal length to zero, execute the command, and display the output as pre-formatted text. Only certain commands are allowed.

BFP Reporting Tool

At interval, collect the BFP route information from tpr-startap, compare against the prior collected data and report differences. Limit the monitoring to routes advertised from specific peers.

Multicast Monitoring

At minimum a multicast session directory monitor at STAR TAP displayed on Web page. Other tools?

OC-3mon

Currently installed for TransPAC, leverage for other connections?

Delay and Loss Measurements

Surveyor? Not looking good because of requirement for GPS antenna. NLANR AMP? Co-exist in OC-3mon box; need another machine?

Network Management Station at STAR TAP

A Unix-based Intel network management and measurements station will be installed in the TransPAC rack at STAR TAP. 

Weather Map

Pearson distributed a copy of the Abilene Weather Map timestamped MON APR 5 11:14:20 EST 1999; the Weather Map can be found at http://hydra.uits.iu.edu/~abilene/traffic/abilene.cgi. Below is a sample Weather Map uploaded at the time these minutes were assembled.

[image: image1.png]Hon Apr 12 14:59:20 EST 1399

< Sou Abilene Weather Map

Line Utilization





GOIN’99 - Lessons Learned�TransPAC





GOIN’99 - Lessons Learned�


preparation for the conference


communications and dissemination of information was difficult


• more info available consolidated at web pages


traffic shaping problems…not well understood yet


• evidenced by NISN to tpr-tokyo peering problem


tools would have been useful


• Looking Glass, traceroute servers


multicast - hanging on by a thread


routing complexities








GOIN’99 - Lessons Learned�


issues moving forward


multicast needs additional work


confirm traffic shaping definitions


performance measurement methodology


• integrate with APAN/TransPAC wg


performance tuning: network and applications


additional peering


• MirNET


• take advantage of MREN (offload vBNS Chicago)


—	authorizations for use of networks needs central coordination


—	allocation of traffic


—	tracking of applications - important for network funding











� VCON is a vendor that makes a H.323 compliant board that fits in a PC. It allows clients to communicate point-to-point using H.323 or multipoint using H.323 through an MCU. The board’s pricing ranges from $625 (educational discount) to about $799. In addition, there is yearly software maintenance (price ranges from $89 to $125 per year) that gives major/minor software upgrades free. The board supports full motion video (30 frames per second) at 768 Kbps (it can run at lower rates as well). It is currently being tested at OSU and PSU. Amiot has a board on order and plans to test it. For a total of $750, one can purchase an ESC-25P VCON H.323 Video Conferencing system (with H.323/H.320 Gateway support, Escort 25PRO codec, NTSC/PAL video camera, telephone handset, and user-friendly desktop application software) ($625.00), plus an SS-25 software subscription (all major and minor software releases for 1 year for Escort 25PRO) ($125.00).
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