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Significant Results or Events in the Past Quarter
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Direct BGP peering between UIC/EVL and CERN was established; preiminary Reliable Blast UDP

(RUDP) bandwidth tests over CERN’ s 100Mbps underway.

RENATER?Z's peering with the STAR TAP router was reestablished.

The StarLight web site was launched.

NORDUnet connected an OC-3to StarLight

Explanation/pointers related to the STAR TAPITN project posted to the web site

Working with SARA on network performance studies over long, fat networks using various transmission

techniques (TCP, UDP, FEC, RUDP).

Participated in tele-collaborative VR event in Audtria networked to the US and various European Sites.
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The first prototype of Unified Collaboratory for Analyzing Networks (UCAN) completed.

B. Expected Results or Events in the Coming Quarter

SURFnet will connect a dedicated 2.5Gb research network to STAR TAP.

HEAnNe (Irdland) and BELNET (Belgium) will connect to STAR TAP

Brazil’ s Sao Paulo Foundation for the Advancement of Research (FAPESP) and RNP networks will
connect to STAR TAP

A second 1Pv6 Router will beingtaled and operationa a StarLight.

The Globa NOC will issue an online newdetter and quarterly reports using the Footprints system.

A clugter-to-clugter datatrandfer (likely a stereo animation) will be sent over SURFnet’s StarLight link, and
displayed on LCD pand systems at both endpoints (EVL and Amsterdam)

C. Summary of Technical Activities

C.1. Euro-Link Network Status and Institutions

C.la. CERN
On September 28, Harvey Newman reported that the DOE/NSF High Energy Physics Transatlantic Network
Working Group agpproved the following US'CERN production link timeline;

November 2001 Upgrade from OC-3 to two unprotected OC-3s; the second OC-3 dedicated to research

April 2002 Upgradeto OC-12 (622Mb), to support research production traffic between IN2P3 and
CERN to vBNS, ESnet, Ahilene, etc. (IN2P3 isthe Nationd Indtitute of Nuclear and Particle
Physics, aCNRS (French Nationa Center for Scientific Research) ingtitute that currently
sendstraffic over the CERN link to STAR TAP)

After 2002 Upgrade by afactor of ~2 each year, to reach 10Gbps by 2005 or 2006

The European Union (EU) funded “DataTAG” (Research and Technological Development of a Trans-Atlantic Grid)
research link is planned for summer 2002; CERN will terminate an OC-48 (2.5Gb) at StarLight. Thislink will be
purely for research, and will be used to carry out various network measurements, demonstrations and experiments. 1t
will support a 2.5Gb trans-Atlantic link to StarLight with first year matching funds provided by the NSFHPIIS
Euro-Link award. The project will last two years, with a starting date of January 1, 2002. DataTAG partners are
CERN (prime contractor), Particle Physics And Astronomy Council (PPARC) in the United Kingdom, the Itdian
Nationa Physics Network (INFN) and the University of Amsterdam in The Netherlands.

EVL currently collaborates with CERN on various network transfer protocol tests on its existing 155Mb circuit. In
Augug, EVL student Eric He reported thet direct BGP peering between UIC/EVL and CERN was up, and
preliminary Reliable Blast UDP (RUDP) bandwidth tests over CERN' slink were showing good results. In
September, he reported comparative results of smilar RUDP tests between EVL and SARA. See Section D.3.c.

C.1.b. IUCC
No activity to report.

C.1.c. NORDUnet

In spring 2001, NORDUnet completed atender for USA connectivity that was to take effect July 1, 2001.
NORDUnet contracted for an STM-4c (OC-12, 622Mbps) link between Stockholm and the Abilene PoP in New
York, and an OC-3 (155Mbps) from New Y ork to STAR TAP in Chicago. NORDUnet switched providers, from
Teleglobe to KPNQwest. Because KPNQwest did not order aChicago loca loop for NORDUnNet in atimely
manner, we invited NORDUnet to locate at the StarLight facility.

A seriesof problems caused delays. By early August, the OC-3c circuit from Qwest’sNY PoP to StarLight was
finaly working. NORDUnet had ingtallation problems first with its New Y ork router, and then transmission
problems with its Chicago router. Because of the latter problem, and because NORDUnNet formally terminated
Teleglobe services on August 31, Abilene offered to provide transit between NORDUnNet in NY and the US Federd
research networks, aswell as Abilene internationa peers (including those connected through STAR TAP), on a
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temporary basis, until problemswere resolved. The Chicago router problem was quickly fixed, and the new
NORDUnet link was operationd August 31.

C.1.d. Renater2
On September 20, RENATER2 peering with the STAR TAP router was reestablished after a protracted disruption
due to France Telecom circuit problems. Technica information on the STAR TAP web ste reflects the change.

C.l.e. SURFnet

The past quarter was spent moving SURFnet’s PoP from New Y ork to StarLight, and bringing up one of two OC-12
(622Mb) production networks. In addition, I-WIRE fiber was installed between the Qwest PoP in Chicago and
SarLight, and Abilene installed an OC-48 core router a the Qwest PoP. Using I-WIRE fiber, Abilene now hasa
1GbE connection a StarLight, enabling Abilene to peer with SURFnet and exchange traffic. [Note: All these
activitieswerefinally completed in November 2001.]

Teeglobe provided the OC-12 currently in production and is aso providing the 2.5Gb link from Amsterdam to
SarLight, dueto be operationd in November. Globa Crossing is providing their second OC-12 production link.

C.2. Engineering Services

C.2.a. StarLight/Abilene Connectivity

Abilene placed an OC-48 core router at the Qwest PoP in Chicago and has ordered an OC-48c backbone circuit to
Indianapolis. Abilene uses two pairs of 1-WIRE fiber to connect to StarLight, one for StarLight participants (e.g.,
SURFnet) and onefor MREN participants. NORDUnNet peerswith Abilenein New Y ork and TransPAC peerswith
Abilenein Setle.

C.2.b. StarLight/'STAR TAP Connectivity

STAR TAP paysfor two OC-12 connections from StarLight to STAR TAP (at the Ameritech NAP). One OC-12
connectionisfor SURFnet’s use; the other OC-12 connection carries non-Abilene traffic from other research
networks located at StarLight.

C.2.c. StarLight/STAR TAP Documentation
On Octaber 17, the StarLight web site was launched. <http://www.startap.net/starlight/>

C.2.d. International Transit Network (ITN)

Severd STAR TAP members, new and old, are opting to peer with Abilene a one of the US coadts, wherethey can
passtreffic to US universities and can use the Abilene ITN serviceto transmit traffic to other internationa research
networks. They arethen bringing smdler DS-3 circuitsto Chicago to continue to peer at STAR TAP.

SINgAREN, in September, began migrating to anew telco for itsinternational and US domestic circuits.
SingAREN now comesto Cdiforniawhere it peerswith Abilene and tekes advantege of itsITN service. A
new circuit to STAR TAP will be available sometime between mid-October and early November.

Taiwan's TANet2 will soon transition to Abileng sITN viathe Pecific Northwest GigaPoP “ Pecific Wave’
peering service, while maeintaining aDS -3 link to STAR TAP (scheduled for completion November 21).
AsiaGloba Crossing- Taiwan Fixed Network Alliance isthe new contractor.

RNP2, the network that serves universities and research centersin Brazil, connected via AMPATH in
Miami to Abilene sITN sarvice, they are dso connecting to STAR TAP. Patticipation in CERN high-
energy physics experiments was among alist of expected uses of the new connection. RNP2 was having
trouble with its New Y ork router, so connectivity has been delayed. Note: Cable & Wirdesshas DS-3 loca
loops ready for both RNP2 and ANSP (another Brazilian R& E network) in Chicago.

In August, aligt of Internationa Transit Network participants were added to the STAR TAP networks web page and
map. <http://mww.dtartap.net/ NETWORK S/>
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C.2.e. STAR TAP Router and Peering

In September, alink to CAIDA’s Monitoring Multicast on a Globa Scae (MANTRA) project
[http://mww.caidaorg/tool smeasurement/mantral] was added to the STAR TAP/Engineering web page. Shapshots
of the STAR TAP router’ smulticast activities appear at:

[ http:/Avww.caida.org/toolsmeasurement/Mantralrouters' STARTA P/processed/index.html ]

Inearly August, STAR TAP engineer LindaWinkler began running Caimis RouteReporter software on the STAR
TAP router <www.caimis.com/products'te manager/routereporter.shtml >. The software monitors and reportson dl
BGP routing activity, and provides redl-time and off-line analysis of routing performance. If it proves useful, apage
displaying the datawill be added to the STAR TAP and Euro-Link websites.

Four new OC-3 circuits are being ddlivered by Teleglobeto STAR TAP [0 Bdgiun'sBELNET, Irdand sHEANet,
Korea sKISTI and Thailand’ s UniNet. (Note: KISTI previoudy shared a DS -3 link with CERNET and Tdeglobeis
moving them to a45Mb PVC on anew OC-3 into AADS.) HEANet submitted a proposa to NSF requesting
permission to connect to STAR TAP, and it was gpproved; see
<http://mww.heanet.ie/Heanet/projects/nat_infrastruct/nsf-star-tap.html >. HEAnet's connection is expected in early
October. To our knowledge, BELNET and UniNet have not yet submitted proposals to NSF requesting permission
to connect to STAR TAP; Tom DeFanti will contact them to submit proposas, but in the meantime we will work
with them to minimize connectivity delays.

Brazil’s RNP network’ s DS-3 is ready for testing on the Ameritech end; however, RNP s New Y ork router isn't yet
avalable The origind July 12 connection date of Brazil’s Seo Paulo reseerch network FAPESP-ANSP has been
pushed back due to FAPESP inter-office ddays. The FAPESP 155 Mbpslink to Miami has been operationa since
December 2000. NSF gpproved the FAPESP connection to STAR TAP on December 21, 2000; RNP2 did not
submit aproposa to NSF, but in the meantime we are working with them to minimize connectivity delays. Cable &
Wirdlessis expected to connect both RNP and FAPESP in October.

Throughout July and August, STAR TAP engineer Linda Winkler worked with Juniper to resolve intermittent
stability problems associated with the M5 STAR TAP/TransPAC router ingtalled last May a the AADS/NAP. Note:
In October 2001, TransPAC moved to the Juniper M10 at StarLight, so the M5 STAR TAP Router isno longer
shared.

C.2f. 6TAP

ESnet staff has provided a second 1Pv6 router for StarLight. Onceingtaled, the StarLight community will be ableto
participate in the nationa |Pv6 testbed operated from Lawrence Berkeley Nationd Laboratory. Eventudly, Linda
Winkler will removethe onea STAR TAP and backhaul |Pv6 traffic from the NAP to the StarLight facility.

C.2.g9. DiffServ
No updatesto report.

C.3. NOC Services

Publication of the first Euro-Link quarterly NOC report using the new Footprints trouble ticket system has been
postponed to next quarter. Although data has been collected, the Globa NOC reported its software engineering
group isin the process of automating and improving its reporting mechanisms.

In August, the NOC added a 24x7 NOC daffing chart to its “ Contacts’ section of the Euro-Link NOC web page,
listing technician schedules. In July, the NOC announced its new Footprints troubl e ticket reporting system. Online
“snagpshot” reports of open trouble tickets are available for each NOC-supported network (TransPAC, STAR TAP,
Euro-Link, AMPATH, and Abilene). The report is updated twice an hour, and details ticket title and number,
priority and status, date created, and a short summary of the ticket’ sinformation. <http://noc.euro-link.org>

Ongoing activities: The Globd Research NOC is preparing to issue aregular, online newdetter.
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D. Euro-Link Performance Analysis Tools

D.1. Network Monitoring Tools

D.l.a. Bandwidth Utilization Radar Map

No progress due to previous M5 router problems.

D.1.b. uCAN: Unified Collaboratory for Analyzing Networks

In September, EVL student Naveen Krishnaprasad completed the first prototype of the Unified Collaboratory for
Andyzing Networks (UCAN). uCAN enables remote network researchers and application developersto
collaboratively execute an gpplication and monitor network utilization, aswell as other application-specific
parameters. UCAN aso alows usersto correlate, in red time, how the actions taken by an application directly
impact the underlying networks, and vice versa. A network researcher can aso ater router configurations, such asa
router’ s queuing agorithm, to determine how it might improve agpplication throughput.

The current prototype contains capabilities for active testing, visudization and router management, and is fully
collaborative. It has a proxy to mediate router queries using SNMP, providing ubiquitous access to authorized users
on anetwork. In the future, specific permissions will be assigned to specific users so network operators can filter out
sengtive information. UCAN has a callaborative widget interface that enables the devel opment of awide range of
collaborative desktop applications. Thisinterface will eventudly be integrated into alibrary for CAVERNsoft. The
next step isto package UCAN for dphatesting between EVL and users of StarLight and STAR TAP.

D.2. Network Performance Studies for European/US Collaborative Art Project

EVL PhD graduate Dave Pgpe developed Y gadrasil (Y G), a script-based, authoring environment for networked VR
gpplications, which enables non-programmers to creste effective, behavior-rich art and science virtud-redity
environments. EVL co-director Dan Sandin extended the library for behaviors, and worked with EVL students Dave
Pape, Alex Hill and Joseph Tremonti on the devel opment and execution of network performance teststo Austria,
Sweden, Hungary and The Netherlands, throughout the Ars Electronica Festiva in Austria, September 1-6.
[http://Aww.aec.at] Thisisan internationd, large-scae art festiva held annualy in Linz, Austria, and sponsored by
the Ars Electronica Center (AEC).

AEC commissioned the VR experience, “EVL: Alive on the Grid,” to demonstrate both shared and tdle-immersive
gpplications based on EVL software Y G and CAVERNsoft. This demonstration connected five remote and two
internal participants for the entire five-days of the Festival. Fourteen EVL students and two EVL faculty members
attended.

There were two measured components of the communication between the networked VR systems: (1) audio tele-
conferencing (aconf) and (2) adynamic detabase representing the virtual worlds. Audio teleconferencing generated
roughly 15 kilobytes of traffic per ste, and wasfairly constant. (aconf uses CAVERNsOft asits networking layer.)
The VR worlds database was fairly complex, and included 1,188 objects, 363 sounds, ~1,200 dynamic nodes,
~14,000 database entries and 2.5 gigabytes of data. This representsthe largest shared VR experience done by EVL
interms of shared virtud entities. The largest number of international collaborators (17) smultaneoudy working in
avirtua environment was done by Jason Leigh and Andrew Johnson at Supercomputing 1996.

Network congtraints among participants were as follows: maximum bandwidth messured out of Ars Electronica
Center (AEC) was 1.5Mbyps (using a2Mb link). Connections among EVL (Chicago) to SARA (Amgerdam), SUNY
(New Y ork), Indiana University (Indiana) and the Interactive Ingtitute (Umea, Sweden) were 8Mbps. The Budapest
connection went over Hungary' s commodity network, messuring less than 1IMbps, and frequently caused a
bottleneck.

During the rehearsd, information was served from the AEC CAVE, on asystemn using caching repegtersfor the
database. One repester at AEC was used initialy to communicate to external sites, but a 1.5Mbps bottleneck was
found a AEC, and only able to handletwo internd (at AEC) and one externd Ste at any time. As more externd
sites were added, the applications lurched and stuttered. To redistribute the dataload over the network, and take
advantage of other good connectivity, Pape ran a caching repeater a AEC linked to a caching repeater at EVL and
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al externa sites except Budapest. This setup alowed up to seven sitesto operate smoothly, with the exception of
interruptions caused when sites joined the system. Once attached, a site would download the sydem and it would
even out. Seven sites connected with bandwidth measured by Netstat 0 1.5 Mbps from AEC and 4 Mbps of
outgoing traffic from EVL. Surprisingly, audio was able to survive a modest levels even during pesk periods.

Generd network test results: In the morning (Linz time), bandwidth was normally 1.5-1.6 Mbps each way. Inthe
afternoon, asthe US woke up, it would decrease, sometimes dipping aslow as 200K bps. The routing, and often the
afternoon bandwidth, was asymmetric. At times, wewould get 1+ Mbps oneway, and 250 K bps the other way (the
USto-Audtriadirection being faster). Round trip timeswere fairly consistent, averaging 140-150 ms. All of the ping
tests reported 0% packet |oss.

The highest bandwidth recorded on the EVL repeater machine was when seven host sites connected on the third day
(AEC CAVE, AEC ImmersaDesk, EVL, Sweden, New Y ork, Indiana, and Hungary). At that point, Netstat reported
roughly 550 Kbytes/second (~4.4 Mbps) of outgoing traffic; we did notice alittle bit of audio breskup. Thiswould
have been on EVL’s"“Kona” Onyx computer, with a 10 Mbps network interface. One possihility for the audio
breskup is that the reflector program couldn’t keep up with the number of packets, or that the EVL reflector to AEC
connection logt packets in the afternoon.

The event was a success adthough we had some stability problems when multiple sites were attached, which caused
the repeatersto crash (but never with few sites). An investigation of the stability problemsis underway. Presumably,
congestion a the repestersis the culprit, but Pape s setting up automatic robot clients and serversto confirmiit.
Wewill continue testing this large application in both national and internationa contexts, including a public show at
EVL on October 27.

D.3. High-Bandwidth Transmission Over Long Distance Networks

D.3.a. TeraVision: Streaming Video Over Gigabit Networks

EVL student Brenda Lopez isworking on astereo animation as part of Jason Leigh’'s AGAVE-basad Teravision
project. Sheis modifying and sequencing aseries of Dan Sandin’ sfractd visudizations that will be Streamed
through an EVL clugter to SARA in Amsterdam over SURFnet’s new 2.5Gb StarLight link. Images will be output to
atiled LCD display.

D.3.b. Vital Statistics Monitor (VitaMon)

Lopez isdesigning avitd datistics monitor (VitaVion), agraphicd opticd traffic map that showsal incoming/
outgoing bandwidth among StarLight sites. VitaVion will employ RTPL to measure end-to-end bandwidth and dday
between multiple points connected to StarLight, and will be used by collaborators running networked gpplications.
Alan Verlo, Jason Leigh, and Cees De Lagt are in the process of setting up amachinea EVL to saveasEVL's
RTPL server.

D.3.c. Reliable Blast UDP (RUDP)

In September 2001, after some code
RUDP performance (data size = 60MB) ra/lSOﬂS, EVL Sude"lt ErlC He
performed RUDP experiments over
%0 the OC-3 link between EVL and
80 SARA (in Amgerdam), and EVL and
m— CERN. Avallable bandwidth is
o / constrained by the 100Mbps NICs on
60 both ends. This graph shows that
s / throughput reaches almost 80Mbps.
§ 4 / RUDP tests were also performed over
. / a1Gbps|ink between EVL,
./. Northwestern University and
20 SarLight. Inthis case, RUDP was
0 only ableto reach 450Mbps, whereas
raw UDP was able to reach 800Mbps.
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The cause of the poorer performanceis due to alack of bus bandwidth on our current PC cluster (133MHz x 64bits
= 0.99GBytes/sec). Our new PC cluster has three times the bus bandwidth (400MHz x 64bits=2.98GBytes/s), and
we believe thiswill solve the problem.

D.3.d. Simple Available Bandwidth Utilization Library (SABUL) for High-Speed Wide Area Networks
In Jduly 2001, UIC/EVL and UIC Laboratory for Advanced Computing (LAC, Bob Grossman, director) performed

parald TCP and RUDP tests between EVL and SARA; aUIC Technicad Report isavailable; see Section E.2.
Findings are summarized below.

SABUL isaC++ library for large data transfers over high-speed wide-area networks. It is arate-control-based
protocol smilar to NETBLT, but with two fundamenta improvements over NETBLT and similar implementations
of rate-controlled Religble UDP protocols: the use of both TCP and UDP channelsin the protocol, and continuous
updating of communiceation state information, which helps control the datatransfer rate to reduce packet loss.

UDP Channel to send

Machine 1 Machine 2

TCP Channd for control
v
SABUL Communication Channds

Figure 1: The UDP channel isused to transfer large amountsof datafrom Sender to Receiver. The Recever
sends state infor mation of the packet lossand thelist of lost packetsto the Sender using the TCP channel.
The Sender dynamically updatesits sending rate based on packet lossand ther eby reaches a data ratethat
minimizes packet loss. The SABUL library hasbeen implemented in C++ on a Linux operating system. It
has now been ported to various Unix platforms (Solaris, Al X, Irix, and Free BSD).

Experimental Results. The SABUL library was utilized for datatransfer between two Linux nodes at University of
Michigan in Ann Arbor and NCAR, Boulder, Colorado. Each node had 256MB of RAM and fast Ethernet cards.

The machines were connected through Internet2’ s Abilene network a OC-3 (155 Mbps). Table 1 showsthe results
of our tests dong with results obtained using 1 perf, anetwork performance tool, and PSockets, alibrary that stripes
data across multiple TCP sockets. When using I perf the network was tuned to an optima TCP window size of
512.5KB. SABUL was tuned to have amaximum packet |oss of one percent.

Node L ocation Library/Utility used Throughput in Mbps Packet loss %
Boulder to Ann Arbor I perf with network tuning 83.3 0.0

PSockets (19 sockets) 85.27 0.085

SABUL 92.65 0.032
Ann Arbor to Boulder | perf with network tuning 10.1 011

PSockets (19 sockets) 40.68 057

SABUL 63.87 11

Table 1: Performance of SABUL over Abilene network

Table 1 showsthat SABUL was able to achieve higher throughput than 1perf with TCP window tuning (aspecific
kind of network tuning at the gpplication level) and PSockets. At the same time, SABUL was able to maintain
packet lossto be lessthan 1%. Figures 2 and 3 show the change in datarate aswell as packet lossrate as SABUL
tunesitsdf to have a packet loss of 1%. Thesegraphs are results of runs between Ann Arbor and Boulder.
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Figure2: SABUL dateratetuning Figure 3: Packet loss percentagein SABUL
Node L ocation Library/Utility Used Throughput (Mbps) Packet L oss %
Amsterdam to Ann Arbor Iperf with network tuning 394 0.27
SABUL 9047 0.01
Ann Arbor to Amsterdam | perf with network tuning 20.0 0.62
SABUL 39.0 0.6
UIC (EVL) to Amsterdam | perf with network tuning 58.04 0.12
SABUL 70.66 0.15
Amgterdam to UIC (EVL) | perf with network tuning 14.88 0.68
SABUL 16.83 2.26

Table 2: Performance of SABUL over an OC-3 link

Table 2 compares the results of throughput and packet |oss obtained while sending or receiving data from nodes at
Ann Arbor or Chicago to anodein Amsterdam. It can be dlearly seen that the throughput performance of SABUL is
much superior to that of asingle TCP socket tuned with gppropriate TCP window size.

Conclusion. We are not proposing that the days of TCP are numbered. Due to its widespread acceptance and many
refinements over the years, it should till serve well as agenerd-purpose reliable trangport protocol. We see SABUL
asamore specidized protocal serving the needs of gpplicationsthat require large data transfers on high-bandwidth
networks over long distances.

D.3.e. Ultra-High-Bandwidth Transmission Over Long Distance Networks
In September, EVL students Eric He and Rgvikram Singh tested various transport protocols over a 1GigE link,
sending datafrom EVL to StarLight to Northwestern University (Evanston campus). They were ebleto achieve
850Mbps over UDP, 300Mbps via TCP, 400Mbps via Paralled TCP and 500Mbps via RUDP.

Over the 1G link between EVL and Starlight two 1024x768 animation sequences were sreamed in pardld (using
TCP) achieving aframerate of 15 frames per second. The two animeation sequences were generated by two nodes of
adudger a Sarlight and streamed to two nodes of a PC clugter at EVL. In asame experiment within EVL nearly 30
frames per second was achieved. They reported a noticeable “glitch” every minute into the animation, which they
believeisanetwork glitch, and the likely cause of the poor throughput. Investigations are underway.

Last duly, in anticipation of SURFnet's 2.5Gb connection to STAR TAP, Jason Leigh began talking with Ceesde
Laat, Paul Wellinga(SARA) and Henri Bd (Vrje University, Amsterdam) to develop ideas for testing bandwidth
intensive gpplications over SURFnet. SARA and SURFnet are both interested in attempting to stream compressed
CAVE video. EVL obtained GigE cards for its CAVE Onyx in preparaion for this. Vrje Universty isinterested in
testing pardld clugter-to-cluster smulation and visuaization codes. EVL shared information about its cluster with
Vrjeto maximize competibility between sysems. In September, Cees Delaat (SURFnet and University of
Amsterdam) reported that a cluster in Amsterdam would be reaedy for use by the end of October, a which timewe
can begin throughput and graphics streaming tests oversess.
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Bob Grossmen, director of UIC' s Nationa Center Data Mining (NCDM), wantsto ingtal adatamining server in
Amgerdam and performing teramining queries among sitesin Chicago, Amsterdam and Caneda EVL isinthe
process of building and optimizing its Linux cluster to maximize throughput over GigE networks. In the past, EVL
was ableto only achieve ~500Mbps (local area) PC transmission rate out of the box. With appropriate tuning using
Interrupt Codescing and Jumbo frames, EVL has been able to achieve bandwidth of 850Mbps. Other applications
that EVL would liketo test over SURFnet include VNC for streaming of clustered desktops, WireGL for streaming
OpenGL visuaizations and streaming stereoscopic visudizations.

D.3.f.  Quality of service Adaptive Networking Toolkit (Quanta)

Eric He and Jason Leigh are combining their past work on Pardld TCP, RUDP, and Forward Error Correction into
asystem caled Quanta, which will provide an intelligent API for application programmersto trandate high-level
data distribution requirements into low-level optimized networking protocols and parameter settings. Thiswork is
being especidly targeted for future high-speed optical networks.

E. Accomplishments

E.l. Meetings

September 11-13, 2001. Tom DeFanti, Maxine Brown, LindaWinkler and Joe Mambretti attended two TERENA
mestingsin Amsterdam. September 11-12, TERENA held a“closed” meeting for those groups running internationa
lambdas (or who will soon announce their firm plans and time schedule to do so); StarLight, CANARIE, SURFnet,
UKERNA and Internet2 were represented. The purpose of this meeting was to let these groups have an opportunity
to discuss practicd, technicd and tactica matters. September 12-13, TERENA hosted an Internationa Lambda
Workshop to discuss future research and education opportunities. DefFanti gave atechnica overview of lambda
networks and the StarLight project. Winkler talked about 1-WIRE experience in procuring lambdas and Mambretti
talked about Chicago’s CivicNet and OMNInet metro initiatives. <http:/Mww.terenanl/conf/lambdal/>

September 10, 2001. Tom DeFanti, Maxine Brown, Joe Mambretti and Tom Greene (NSF) visited SARA to talk
about iGrid 2002 with Jacqueine Tammenoms Bakker (head of the GigaPort project) and Jan Langdaar (director of
the WTCW-Amsterdam Science & Technology Centre, which iswhere SARA and University of Amsterdam are
located). The meeting went very well, with WTCW agreeing to host and support iGrid 2002. Note: Additiona
meetings were hdd with Cees de Laat of University of Amsterdam on September 14.

September 5-7, 2001. Jason Leigh met with networking researchers a KISTI (Korea) to discuss future research
ideasfor KREONET. The plan isto reingtate and extend past experiments on Parallel TCP, RUDP and DiffServ.
Jason dso met with KISTI' svisudization group and trained them on CAVERNsoft and tdle-immersion.

September 4, 2001. A StarLight Media Announcement brainstorming meeting was held at EVL. Joe Mambretti
(NU) and Andy Schmidt (EVL) gave Tom Garritano (NSF) and Paul Francuch (UIC) atour of the StarLight facility
before the meeting. Also present were EVL’s Tom DeFanti, Maxine Brown, LauraWolf and Andy Schmidt, and
Argonne sLindaWinkler.

August 27, 2001. Jason Leigh, University of Amsterdam’s Cees de Laat, Joe Mambretti, Linda Winkler and Andy
Schmidt met a StarLight to discuss StarLight gpplication requirements and future network research idess.

August 23-24, 2001. Tom DeFanti, Maxine Brown and LindaWinkler attended the NLANR HPIIS Workshop
<http://moat.nlanr.net/\Workshops/HPI 1 S-2001/>.

August 15-17, 2001. Tom DeFanti and Maxine Brown attended the FIU AMPATH Workshop to | dentify Areas of
Scientific Collaboration between the US and the AMPATH Service Area, held a the Florida International

University Kovens Conference Center at Biscayne Bay Campus <http://www.ampath.fiu.edu/events htne. DeFanti
was one of severd interviewed by Discovery Channd Latin Americafor the television documentary Vida @ Linea.

August 13, 2001. Chip Cox of NSF ANIR visted EVL to learn more about current STAR TAP, Euro-Link and
StarLight activities. Those attending this meeting included Tom DefFanti, Maxine Brown, Jason Leigh, Andy
Schmidt, Linda Winkler, Bob Grosaman and Joe Mambretti.
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August 10, 2001. Tom DefFanti and Bob Grossman discussed StarLight equipment needs for an upcoming NSF RI
proposa we wish to submit.

August 2, 2001. EVL'’s Jason Leigh hosted the Canadian Communications Research Centre' s John Spence and Eric
Tsang to discuss possible VR/tele-immersion and Access Grid collaborations. The Centre, a Canadian federd
government laboratory, is one of the main testbeds in Canada supporting CANARIE and CA*net3.

July 26, 2001. Maxine Brown hosted Tom Prudhomme of NCSA, Peter Randlli of University of Southern
Mississippi’'s Center of Higher Learning (located at the Stennis Space Center) and Mississippi state senators Terry
Burton and Scott Cuevasto discuss EVL' stele-immersion and globa networking efforts. The state senators were
most impressed by the State of lllinois' I-WIRE initiative.

July 16, 2001. The Advanced Collaborative Environments Working Group met at the Global Grid Forum 2in
Washington, D.C. Meeting minutes and dides to be posted to <http://calder.ncsauiuc.edw/ACE-grid/>.

July 10, 2001. Jason Leigh hosted Tor Langeland and Kae P. Villanger from Chrigtian Michelson Research
Laboratory, in Norway, who are interested in working with EVL on research in collaborative virtuad environments
over Euro-Link. They aredso interested in hosting an EVL student as an intern next summer.

E.2. Publications

R.L. Grossman, M. Mazzucco, Y. Pan, H. Sivakumar, Q. Zhang, “ Simple Available Bandwidth Utilization Library
(SABUL) for High-Speed Wide Area Networks,” University of lllinois a Chicago, Department of Mathemeatics,
Statistics and Computer Science, Laboratory for Advanced Computing, Technical Report, 2001.

Dave Pape, Y gdrasil, PhD Dissertation, Department of Computer Science, Electronic Visudization Laboratory,
University of Illinoisa Chicago, 2001.

Naveen Krishnaprasad, Unified Collaboratory for Analyzing Networks, Master’ s Thesis, Department of Computer
Science, Electronic Visudization Laboratory, University of Illinois at Chicago, 2001.

E.3. Software Releases

No new software upgrades or releases.

F. Collaboration Activities

Tom DeFanti and Maxine Brown are working with people in the Netherlands s GigaPort Project and SURFNet5 to
plan an iGrid event in Amsterdam next September 2002, to showcase 10Gigabit gpplications. In July, Maxine sent
aniGrid 2002 Invited Cdl for Participation to computationa scientists and engineers whose sites will be connected
to I-WIRE, the TeraGrid and StarLight. Thisresulted in four proposas and severa expressions of interest. A generd
Call for Participation will soon be distributed.

Working with SARA to do network peformance sudies over long, fat networks using various transmisson
techniques (TCP, UDP, FEC, RUDP).

Working with CERN on RUDP tests. EVL istaking to CERN about DiffServ tests.

Fourteen EVL students and two EVL faculty members (including Dan Sandin) participated in amgjor shared VR
event during the Ars Electronica Festival, September 1-6, 2001, in Augtria. Participantsinclude artists from
Hungary’'s C3 [http://mwww.c3.hu/], The Netherlands V2 [http:/mww.v2.nl/], The Interactive Indtitute of Sweden
[http://www.interactiveinditute.sef], and the United States (UIC, Chicago and SUNY,, Buffao).

G. Problems
No significant problems were encountered this quarter.
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H. Any Proposed Changes in Future Plans

No changesto date.

l.  Summary of Award Expenditures (July-September)

FYO01 Euro-Link Expenditures — Y ear 3
Year 3 Year 3 Year 3 Year 3 | Year3| VYear3

Itemized Expenses Budget 1st Q 2nd Q 3rdQ | 4thQ | $Spent | Balance
Salaries and Fringe Benefits 252,990 174,682 78,308 0 0 252,990 0
Travel 50,000 13,393 6,898 20,291 29,709
Computer Equipment and Supplies 30,000 0 0 0 30,000
Subcontracts/Services (Ameritech and
Indiana U) 340,988 72,850 72,850 145,700, 195,288
Other (HPIIS Services to NRNs) 1,600,000 0 0 0| 1,600,000
Indirect Costs 167,552 104,005 47,119 151,124 16,428
Subtotal for Year 3 Budgets/Expenses| 2,441,530 364,930 205,175 0 0 570,105 1,871,425
(Year 3 Amendments) 0 0
(Year 3 Amendments) 0 0
Total Year 3 Budget/Expenses 2,441,530 570,105| 1,871,425
FYO01 Euro-Link Expenditures
Cumulative

Year 1 Year 2 Year 3 | Year 4

Spent Spent Spent | Spent | Cumulative
Salaries and Fringe Benefits 212,923 233,074 252,990 698,987
Travel 50,000 50,000 20,291 120,291
Computer Equipment and Supplies 100,000 40,278 0 140,278
Subcontracts/Services (Ameritech and
Indiana U) 96,780 332,581f 145,700 575,061
Other (HPIIS Services to NRNs) 1,600,000] 1,600,000 0 3,200,000
Indirect Costs 159,221 167,621 151,124 477,966
Subtotal of Expenses to Date 2,218,924 2,423,554 570,105 0 5,212,583
(Year 3 Amendments) 0 0
(Year 3 Amendments) 0 0
Amendment #001 REU Supplement 10,000 10,000
Amendment #002 HPIIS Review
Documentation 44,234 44,234
Total Expenses 2,218,924 2,477,788 570,105 0| 5,266,817
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